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Tweets can be very difficult to analyze...

#hashtag #veryLongAndExplicitHashtag2 poorlywritten
pseudo-ENglish by @user http://spam.url !ponctuation;signs

#hashtag3

What is the sense of !ponctuation;signs?

Synonyms from the Oxford dictionary? No.
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State of the art
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Opinion as a sentiment analysis task

[Wilson et al., 2005]

[Pennebaker et al., 2001]

[Baccianella et al., 2010]
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Opinion as a classification task
Stance Detection

[Andreevskaia and Bergler, 2008, Hasan and Ng, 2013]
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Contextualization

Semantic relatedness of words

• use WordNet [Miller, 1995]

• use Wikipedia [Zesch et al., 2008]

• ⇒ poor results on Twitter content: different sentence
structure, new vocabulary [Feng et al., 2015]
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One lead amongst others: contextonyms

Two words are contextonyms if they occur in the same context.

Contextonyms represent the minimal meanings of words.

Example tweet: “What a great match!”

Some minimal meanings of the word match

• match, light, fire, wood

• match, couple, date, love

• match, football, sports, game
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If we know something about the context(s) of the word(s) in a
tweet, we might be able to disambiguate the meaning of that
tweet.

• introduced by [Hyungsuk et al., 2003]

• used for sentiment: [Serban et al., 2012]

• used for machine translation:
[Ploux and Ji, 2003, Wang et al., 2016]
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Contextonyms

Example: Contextonyms for the word support

Contextosets
(support, continued, foolery),
(climate, support, advocacy, preventing, change),
(support, bae, naten, kanta),
(support, tennessee, thank, trump2016)

Contextoset: a set of words representing the context for the target
word.

Contextonyms: two words are contextonyms if they appear in the
same context.
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Word Embeddings, contextosets and WordNet synsets for
the nearest words of support

Method: Word Embeddings
supporting, supported, supports, respect, vote, encourage,
voting, voted, organize, helping
Method: Synsets (extract, total:14)
(documentation, support)
(support, keep, livelihood, living, bread and butter, sustenance)
(support, supporting)
(accompaniment, musical accompaniment, backup, support)
Method: Contextosets
(support, continued, foolery),
(climate, support, advocacy, preventing, change),
(support, bae, naten, kanta),
(support, tennessee, thank, trump2016)

Word2Vec: [Mikolov et al., 2013]
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Experiment

Aim: to improve stance detection on tweets using contextonyms
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Experiment overview

Tweets

Contextonyms

Training Tweets

Performance 
Results

Stance Classifier

Baseline Ctxts

Extraction 
of 

Contextonyms

SemEval
Stance Detection

Task
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Extraction-Theory

What do we need to extract contextonyms?

Source corpus

• huge (millions of tweets? more?)

• not annotated

• same language

• same topic, if possible
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Contextonyms Extraction
Algorithm

1. preprocess tweets

2. words co-occurrence graph

3. filter:

3.1 α (filter nodes)
3.2 β (filter edges)

4. k-cliques are our
contextonyms.

Tweet:
Hillary is the best candidate
#hillary2016

Processed Tweet:
hillary best candidate
#hillary2016

hillary

best

#hillary2016

candidate
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Communities of words: k-cliques
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Stance in tweets

Target: Hillary Clinton.

Sample tweet FAVOR

I’m proud to announce I support #HillaryClinton!!!!

Sample tweet AGAINST

#WhyImNotVotingForHillary <<<<<<SHE IS A CRIMINAL

Sample tweet NONE

Ding Dong
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Details about the SemEval task

• Title: SemEval2016-task6 subtask-A

• 5 independent targets:
• Atheism
• Climate Change is a Real Concern
• Feminist Movement
• Hillary Clinton
• Legalization of Abortion

• 2 datasets:
• training: 2914 texts of tweets, unbalanced
• test: 1250 texts of tweets, quite well balanced

• and some critics:
• training set not large enough to train a classifier
• man-made annotation: need to perfectly know the topic to

understand the stances
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Baselines

To benchmark our classifier, we created two baselines using two
standard stance detection approaches:

1. Sentiment based: SENT-BASE

2. Learning based: SVM-UNIG
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Baselines

1. Sentiment based: SENT-BASE

Idea
Each word is associated with a “positivity” score, a “negativity”
score, and an “objectivity” score.
Use SentiWordNet 3.0 [Baccianella et al., 2010].

Valence
A weighted sum of the scores of all the words in a tweet.

The valence indicates the overall sentiment of the tweet: a positive
valence means that the tweet is favorable, etc.
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Baselines

2. Learning based: SVM-UNIG

Idea

1. Select the 10,000 unigrams (words) that are most indicative
of stance from training corpus.

2. Construct a feature vector of boolean indicators of unigram
presence in each tweet.

3. Train SVM classifier on annotated training corpus.
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Improving baselines with contextonyms

Sentiment based approach: SENT-CTXT

Idea
We can improve the sentiment analysis of a tweet by looking at the
contextonyms associated with that tweet.

1. Associate each tweet with contextonyms.

2. Compute the valence of those contextonyms. This indicates
the sentiment of the tweet.
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Improving baselines with contextonyms

Learning based approach #1: SVM-CTXT

Idea
Contextonyms can improve the SVM classifier because we get
more information about the context of the tweet.

Same classifier as SVM-UNIG but feature vector is a boolean
indicator of contextonym presence.
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Improving baselines with contextonyms

Learning based approach #2: SVM-EXP

Idea
The fact that tweets are short make them difficult to analyze and
contextonyms are adding information about context.

Expand the tweets with the associated contextonyms and then
train a SVM on the best unigrams.
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Results
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Extraction-Implementation

Source corpus used to extract contextonyms

• huge: 7,773,089 tweets

• not annotated: this part is easy

• same language: English-written tweets

• same topics: Clinton, Trump, the abortion debate, religion,
and miscellaneous US politics

• gathered between November 20th and December 1st, 2015
using the free Twitter Stream API.
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Tools used

• stopwords list

• regexp to remove URLs

• NetworkX library

• not used: POS taggers and lemmatisers

Parameters

1. αthreshold = 10; consequence: vocabulary size at 50,000

2. βthreshold = 0.06; number of edges at 300,000

3. kc = 4 the size of smallest clique; 6278 contextonyms
(“contexto-sets”)

G.Gadek SAS 17 - Contextonyms for stance detection 28 June 2017 29 / 34
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Measure the performance of Results

Ps = Precision (1)

Rs = Recall (2)

F1(s) = 2
PsRs

Ps + Rs
(3)

Official Score for benchmarking purposes:

Score =
1

2
(F1(F ) + F1(A)) (4)
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Comparison of classifiers
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Comparison of competitors
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Conclusion

Summary

• Challenging task: shortness of tweets, innovative spelling and
specific usage of words.

• Lexical relatedness: more information to understand the
tweets

• Contextonyms: a tool to be adapted to one’s needs and
resources

Future Works

• Disambiguate ambiguous tweets only

• Focus on user’s opinion

• Look for groups of users
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Questions

Thank you for your attention!

Remarks, questions?
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Sentiment Analyser

Compute a valence

Let S(n) be the set of i synsets si containing the word n. Each
synset has a positive and a negative valence s+i , s

−
i . .

Let St be the set of all the N synsets taken into account for the
whole tweet. We therefore define the valence v(t):

v(t) =
1

N

∑
si∈St

s+i + s−i (5)

If v(t) is positive (negative), we assume the tweet is supportive
(opposed), thus having a stance FAVOR (AGAINST ).
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Stance classifier

SVM-UNIG, using a SVM on word unigrams:
Comparison:

• different algorithms: SVM-linear, SVM-RBF, NN, Bayes, ...

• parameter settings:
• C = 100.0
• γ= 0.01

The feature vector is composed of the boolean indicators of the
unigrams presence.
Vocabulary size is fixed at 10,000, which limits the feature vector
length.
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Graph filtering parameters - α

gt = (Vt ,Et) the co-occurrence graph for a single tweet t. Average
degree φ of a word n, due to its position:

φ(n) =
1

K

K∑
j=1

d(n)gj (6)

α(n), the ratio of degree in G to average degree position for word
n:

α(n) =
d(n)G
φ(n)

(7)

A large score implies that word n occurs in a great variety of
contexts. A word n would then be removed if α(n) < αthreshold .
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Graph filtering parameters - β

β consists of two weight-node count ratios.

β(e) =
we

cn1,e
+

we

cn2,e
(8)

• we is the weight of edge e = (n1, n2),

• cn1,e and cn2,e are the word counts for the two words n1 and n2
connected by e.

A value approaching 2 implies the association is very important for
both words.
Filter away the edges whenever βe < βthreshold , to get rid of
unimportant associations.

G.Gadek SAS 17 - Contextonyms for stance detection 28 June 2017 43 / 34


	Introduction
	State of the art
	Opinion
	Contextualization

	Experiment
	Extraction-Theory
	SemEval task
	Algorithms proposed

	Results
	Extraction-Implementation
	Final Score

	Conclusion
	Appendix

